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This semester I read many papers at the intersection of Human-Computer
Interaction (HCI) and Computer Security. These papers emphasized the
importance of considering users when designing secure software. Without
understanding users’ needs and the ways they think, it is quite likely that
software which is designed to be secure won’t be used securely. As a very sim-
ple example, if password strength requirements are too demanding, users will
write their passwords down, negating the security of complicated passwords.

Reading these papers has informed my thinking on HCI and Computer
Security, and given me ideas for further research. For example, several papers
emphasized the importance of users having an accurate understanding of
what their computers are doing. Consequently, I’ve started noticing when
my computer does things that I wouldn’t expect, and considering the security
implications. One example is that Safari starts pre-loading pages as you type
a URL, even before you press “Enter.” In a country where your browsing
history could get you in trouble (like in China), this could be a dangerous
feature that most users don’t know about.

References

[1] Communications of the ACM. 57(9):1–108, September 2014.

Contains two very interesting security articles: “Accountabil-
ity in Future Internet Architectures” and “Security, Cyber-
crime, and Scale.” “Accountability” describes the desirability

1



of accountability in a future internet architecture. It could
hold ISPs accountable for throttling and make it easier to as-
sign responsibility for network hijacking attacks. The author
cites a system where accountability doesn’t necessarily come
at the cost of privacy. The author says increased accountabil-
ity wouldn’t unilaterally increase the power of governments
like China, since it would make it harder for them to hide
their censhorship activities. However, I don’t know how strong
an argument that is; I’m pretty sure Chinese citizens know
China is censoring them, and in fact they participate in self-
censorship to avoid being arrested. “Security, Cybercrime, and
Scale” describes the economics of cybercrime. “[an] attacker
must then do three things: decide who and what to attack,
successfully attack, or get access to a resource, and monetize
that access (page 67).” Understanding the economics of cyber-
crime can help defenders decide where to allocate their limited
resources. Parameters which affect the economic viability of
attacks include scalablility, the ability to distinguish betwen
viable and non-viable targets, the density of viable targets,
and the challenge of monetizing the attack.

[2] Anne Adams and Martina Angela Sasse. Users Are Not The Enemy.
Commun. ACM (), 42(12):40–46, 1999.

Users are often trying to be secure, but have an uninformed
notion of security. Policies that frustrate users can lead them
to disregard the importance of security. It is important for IT
to be in communication with users. It is useful to provide feed-
back on the security of passwords during password creation.

[3] Lalit Agarwal, Nisheeth Shrivastava, Sharad Jaiswal, and Saurabh Pan-
jwani. Do not embarrass: re-examining user concerns for online tracking
and advertising. SOUPS, page 8, 2013.

People are more concerned about being shown embarrassing
ads than they are about being tracked by advertisers. People
don’t hate ads; they would prefer to be shown relevant ads
than to have ads removed from all websites. Instead of a do-

2



not-track header, maybe a header that gives user preferences?
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[12] Iulia Ion, Niharika Sachdeva, Ponnurangam Kumaraguru, and Srdjan
Capkun. Home is safer than the cloud!: privacy concerns for consumer
cloud storage. SOUPS, page 13, 2011.

Users don’t think it’s safe to store things in the cloud. But are
they aware that in some ways things are safer in the cloud?
Ex, automatic backups and prevention of bit rot.

[13] Julie A Jacko and Andrew Sears. The human-computer interaction hand-
book: Fundamentals, evolving technologies and emerging applications.
Danbury: Lawrence Erlbaum Associates, 2002.

HCI emerged when computers began being used by the gen-
eral populace; programmers could no longer rely on their own
experience to design software. Today, most R&D departments
have anthropologists and social scientists on staff. Seems like
a very helpful book to read before designing a study. Discusses
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vacy; exposure captures the set of people expected to learn
an item of information eventually.” Part of the system relies
on analytics available to Facebook and other big companies
to predict the expected number of views items will recieve,
and to alert users if items become unexpectedly popular. One
limitation of the system described is that apps like Instagram

7



encourage sharing via re-posting screenshots, so privacy pro-
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Describes a graphical authentication system based on posi-
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the-shoulder snooping and compromised peripherals. It only
requires a digitally signed piece of software. Of course, if
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chance you’ll be able to trust the software running on
the computer, which verifies the digital signature of the
software? Can you even necessarily trust the monitor?
Not sure how practical this is. Video of a similar system:
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It might be worth providing a password suggestion button
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if that is actually the case. Would be worth measuring what
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references talking about Mechanical Turk.

[24] Sean W Smith. Humans in the Loop: Human-Computer Interaction and
Security. IEEE Security & Privacy, 1(3):75–79, 2003.

Describes the importance of HCI to computer security. Many
problems come from users and programmers having inaccurate
mental models of software. It is important to consider users
(end users, programmers, etc.) using HCI principles during
the process of design. Security policies should not be designed
in a vacuum. Emperical evidence should be used to determine
parameters as simple as the number of password attempts
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Smartphones shouldn’t ask users to grant permissions for ac-
tions that can be undone or are only annoyances. Instead, the
OS should show which app was responsible for these kinds
of behaviors, so users have the option to uninstall the app.
Avoids habituation, where users don’t pay attention to secu-
rity messages. Also, user can rarely remember which apps they
have granted privileges to. Users will write negative reviews of
misbehaving apps, which will discourage app developers from
being irresponsible.
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A blog post summarizing an undergraduate paper by the same
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the concepts to be conveyed more succinctly and with the
same effectiveness as existing documentation for PGP.
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p.2: In this paper, we offer a specific definition of usability for
security, and identify several significant properties of security
as a problem domain for user interface design. – Highlighted
jan 26, 2015 Uses a ”cognitive walkthrough analysis” and a
”laboratory test user.” Most users couldn’t use the software,
even given 90 minutes of time to figure it out. “Definition:
Security software is usable if the people who are expected to
use it:1. are reliably made aware of the security tasks they
need to perform;2. are able to figure out how to successfully
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Describes design principles that aid the development of se-
cure systems. “We believe that usability and security goals
rarely need to be at odds with each other. In fact, often it is
rather the opposite: a system that’s more secure is more pre-
dictable, more reliable, and hence more usable.” The user’s
actor-state should be up-to-date (users should have an ac-
curate understanding of the states and activities of software
actors). Users might not realizing what programs are running
in the background on their computers is an example of inaccu-
rate actor-state. Secure desktop environment for 10/10 prin-
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Describes a system for visualizing network activity. Could be
useful for detecting malware activity. It’s hard to gauge how
useful this would be. It seems like attackers could just adapt
to hide from this. Then the software would just be giving a
false sense of security. There needs to be an evaluation of how
useful this is in practice (ex, false positives vs false negatives).
This might be an example of the “pseudoscience” critiqued in
“Science, Pseudoscience, and Flying Pigs” by Schell.

12


